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Abstract

In this paper, using a one-dimensional simulati@mdet, the reforming process of sour gas, i.e,,CH
CO,, and HS, to the various charged particles and syngasdielectric barrier discharge (DBD)
reactor is studied. An electric field is appliedass the reactor radius, and thus a non-thermairala
discharge is formed within the reactor. Based @engpace-time coupled finite element method, the
governing equations are solved, and the temporalspatial profiles of different formed charged
species from sour gas inside the plasma reactovexiBed. It is observed that the electric field
increases radially towards the cathode electrodeebVer, the electron density growth rate at the
radial positions closer to the cathode surfacerialler than the one in the anode electrode region.
Furthermore, as time progresses, the positive demssity near the anode electrode is higher. In
addition, the produced syngas density is mainlyceatrated in the proximity of anode dielectric
electrode.

Keywords: Dielectric Barrier Discharge, Sour Gas ReformiBgace-time Coupled FEM

1. Introduction

Natural gas or methane (QHwvith carbon dioxide (C¢), hydrogen sulfide (58), and other sulfides

is called sour gas (acidic ga®)ajor natural gas pollutants such agSHnd CQ cause the corrosion
and damage to the natural gas processing equipmemipelines. It has serious consequences on the
health of the ecosystems and living organisms aagbmfinancial lossesH,S density in a gas
reservoir can vary from zero to 98%. In fact, ixitity level is comparable with the hydrogen
cyanide (HCN) gas. The sour gas is undesirablé @sseriously harmful, and its poisonous sulfur
components are highly corrosive (Marsland et &39L

The natural gas can be reformed by means of matlyoaie So far, depending on conditions and the
industrial demands, many different technologieshsag steam methane reforming, steam methane
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and oxygen reforming, partial oxidation, catalypiartial oxidation, auto-thermal reforming, carbon
dioxide reforming, combined auto-thermal reformimsgjfur passivated reforming, and gas heated
reforming are applied. However, the partial oxidatimethod has taken much more industrial
attentions (Khoshnoodi, and Mohammad, 2005).

Abdel-Aal et al. studied the conversion of souunatgas to syngas ¢grand CO) based on the non-

catalytic partial oxidation of the sour natural ggishdel-Aal et al., 1999). Their method was

integrated with a process with ammonia or methaMwreover, the optimization of the syngas

production via non-catalytic auto-thermal partizidation of methane was studied by Khoshnoodi et
al. (Khoshnoodi, and Mohammad, 2005). Their sofemans based on the minimization of the total
Gibbs energy.

Over the last two decades, significant efforts haeen made on the industrialization of plasma
discharges. These efforts are mainly including dleaning of exhaust gas and ores. Usually, the
plasma discharge reactors are considered as glaliogplasma and cylindrical dielectric barrier

discharge (DBD). In comparison with other methodshsas selective catalytic reduction method,
they have demonstrated higher efficiency and fesisd problems (Tao et al., 2008).

Plasma technologies for gas reforming have takgnifgiant attention recently as many problems
with chemical techniques can now be eliminated. Wan role of plasma discharge in sour gas
reforming is to provide enough energy to createrélagiired free radicals by the process (Lieberman
and Lichtenberg, 1994; Becker and Loffhagen, 20Q8Yalytic effects of non-thermal plasma on the
production of hydrogen and the separation of hyeinogulfide as well as the fracture of natural gas
have been investigated by other researdfituiset al., 2005).

Czernichowski (2001) used plasma discharge as twation medium for the partial oxidation of
natural or associated gases along with the syngafugtion. They showed that plasma discharges
play the role of catalysts. Moreover, they are \ariive and provide the necessary energies for such
reactions.

The production of syngas based on the reformin@€ldf~-CO, mixture using the cold and thermal
plasma discharge processes has been studied btTalb (2011). They particularly focused on
attaining higher conversions at high feed-gas ftate and reducing the energy consumption to meet
industrial requirements of particular applicatiorence, the emphasis was on the electron density,
plasma temperature, and reactor configuration. Thegd that the energy conversion efficiency and
the treatment capacity of the process can be inggroxa the optimization of plasma discharge
operating conditions and designing the DBD reactor.

Using a gliding arc plasma reactofhanompongchart et al. (2014) experimentally sulidiee
production of the syngas through the biogas refognprocess. They studied the effects of biogas
composition (CHCO,), input power, biogas flow rate, conversion of C&hd CQ, and energy
consumption in the presence of air.

The plasma assisted conversion of pyrolysis gasoffag) fuel to syngas was studied by Odeyemi et
al., 2012). The effectiveness of the plasma redmsed on gliding arc plasma assisted to remove the
light and heavy hydrocarbons contained in Pyrogas whown. Moreover, the conversion of
hydrocarbons and carbon dioxide to syngas using the steam reforming reactions and dry,CO
reactions at atmospheric pressure conditions wamuastrated (Odeyemi et al., 2012).

So far, using various methods, many theoreticalequerimental works have been performed on the
reforming of sour gas at different operation candg. Generally, the noble gases such as argon,
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helium etc. are added to the sour gas in DBD readtw produce more ionized carriers inside the
reactor. Mostly, the main concentration has beethergas discharge mechanism and the structure of
the reactor. Thus, a comprehensive study on theetsion of only the sour natural gas without
assuming any additive and in a real industrial getoyris still to appear. Hence, in this paper, g€n
one-dimensional fluid computational model basedtsn space-time coupled finite element method
(FEM), the temporal and spatial behavior of onlg thour gas reforming and the formation of
different species from the sour gas is studiedpécil attention has been paid to the production of
syngas from the sour gas in the DBD reactor.

2. Simulation modd

Generally, in a suitable and complete mathematmsatiel to study the conversion of sour gas
molecules in a DBD reactor, the following phenomehauld be taken into accounted: (a) the spatial
and temporal variations of every formed speciestaed corresponding reaction rates, and (b) the
ionization process inside the reactor. Becausd@fsignificant role of these phenomena inside the
DBD reactor, the complete simulation of differemrrhed species inside the plasma reactor,
encompassing these phenomena together, coulddsesting.

As shown in Figure 1, the DBD reactor is considet@de cylindrical with the inner and outer
electrodes and the density of background sour Jassumed to be constant. The inner electrode is
connected to earth (cathode) and the outer elex{atbde) is covered with quartz as a dielectrit an
connected to a high voltage direct current (HVDGYver source. The quartz dielectric is chosen as
the dielectric material because of its high melpogt and transparency. As depicted in Figurdis, t
tube has a thickness of 0.001 m. The internal atetreal electrodes are both assumed to be steel. Th
diameters of the inner and outer electrode are ®.8d 0.05 m respectively.

Quartz tube Internal electrode

\ Thyratron
External electrode

D

Ll

R Capacitor

Current probe

Figurel
A schematic representation of the DBD plasma reacto

As gas moves along the reactor axis, the applicaifoelectric potential between the two electrodes
leads to the formation of a radial electric fielubsequent electron acceleration leads to the
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ionization of the background sour gas. During thazation process, free radicals, ions, and neutral
atoms are created inside the DBD reactor.

Commonly, the spatial and temporal macroscopicrgegm of the gas discharge inside the reactor is
via solving the fluid continuity equations for difent species together with Poisson’s equation to
derive the electric potential. Here, without lo§gienerality, it is assumed that the axial and atival
behavior of the formed plasma discharge insidepllasma reactor is uniform. Hence, the spatial
description of the problem is mathematically ormaatisional (radial direction only).

The continuity equations for all the formed speanside the DBD reactor is expressed as follows:

8ni _
StV 7Zm:Ri’m (1)

where,n; is the number density, adilexpresses the flux for specie® , is the reaction rate between
speciesd and speciem. Generally, the reaction between species A andoByting species C and D
inside the DBD reactor is written as follows:

aA+ bB— cC+ dD )

Here, reaction rates are obtained through thos¢iort that are based on the density of each specie
(Lieberman and Lichtenberg, 1994; Becker and Laféima 2009). In fact, each every reaction rate is
directly proportional to the product of the densifyeach reactant raised to the power of that agéct
coefficient from Equation 2, i.e.:

R=KAYH" (3)

where,k is the performance reaction constant, which isimssl to remain unchanged in the reactor
environment (Lieberman and Lichtenberg, 1994; Beekal Loffhagen, 2009). In this work, to find
the reaction constant, two different approaches cmesidered. Firstly, for some reactions, the
experimental data for their reaction rates are Birapailable in the literature (Westley, 1982; Diora
2000). Secondly, for reactions with no availabl@erimental data, the reaction rate constants are
calculated using the total collision cross sectiimgerms of the electrons energy. To this end, the
following relationship between collision cross saws and the constant reaction rate is used (Janev
and Murakami, 2001; Prigogine, 2003):

N-1 *

+ Z By,

i=1

1013
o (E)= EI,

E
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P

where,lp is a parameter close (but not always equal) tadhization or appearance potential for a
given ionization channel (expressed in electrontd/(@V)).E is the collision energy, arl(i=1...N)

are fitting coefficients; antll is determined from those conditions for achievangstandard deviation
of the fit from the data smaller than 3-5% (Janed Blurakami, 2001). The performance reaction rate
constantk) and the collision energ¥j are written as given below (Prigogine, 2003):

1/2 o
E=5m = K(T)= k%[?wska [ BrEe =" dE (5)
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k(T) = {27rkOT { o, (vle 4rv’dv, = o m (6)
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Furthermore, it must be noted that in the calcoiatif the constant reaction rate, the most importan
reactions occurring in the DBD reactor are takeo the account. Thus, as presented in Table 1, the
constant rates for all the reactions inside the DB&ctor are calculated at room temperature (about
300 K) and at atmospheric pressure

All reaction rates for different spggzlsefirmedha non-thermal DBD reactor.
Reactions Reaction rate constants (m3.s1)
CO,+e0 - CQ +2¢ k, =1.69x 10"

CO, +eJ [ CO+O+¢ k, =1.195x 10"

0,+el] [, O+0+¢ ky, =1.43x 10"

C+0, 0 - CO+0 k, =1.67x 10"®

0+0, +M—— O, +M ks =6.90x 10

0+0,—— 20, ks =8.00x 10"

CO} +0,—— 05 +CO, k, =5.60x 10"

CO} +e—— CO+C ks =3.60x 10"

0,+e—— O, +2¢ ko =1.96x 10™°

0;+e—— 0+0
H+O, —— OH+0,
O+OH—— O, +H
CO,+H—— 0, +H
H,+O—— OH+H
CO+OH—— CQ, +H
CO+0,—— CQ, +C
OH+OH—— H,0+0
OH+H, —— H,0+H
S+s—— S
H,S+e—— HS+H+e¢
HS+HS—— H, S+¢
HS+HS—— H, +$
H+HS—— H, +S
S+HS—— H+$
H+H+M —— H,+M
CH+H—— C+H,

CH,+CH,—— CH, +CH

CH,+H,—— CH, +H

ky, =3.61x 10"
k,, =2.79x 10%°
k, =1.03x 10%
ki =3.32x 10"
k,=1.1x10"°
kys =8.50% 10*°
kys =4.46x 10%°
k., =1.99x 10*®
kg =6.67x 107
kyo =6.8x 10%°
k,, =0.06x 10*
k,, =1.29x 10"/
K,, =4.98x 10%°
K,y =2.49% 10"
k,, =17.97x 10™®
ks =4.8x 10%°
ks =9.60x 10"
k,, =1.03x 10"
K,g = 2.61x 10%°
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Reactions Reaction rate constants (m3s=1)
OH+H,S—— H,O+HS Koo =3.24x 10"
O,+e—— Q, +O+¢ ks =5.00x 10"
CH,+H,S—— CH, +HS ky, =2.07x 10%
H+CH,—— CH, ks, =7.00x 10*°
CH,+e—— 2e+CH ks =3.25x 10%
e+CH, —— CH, +H, Ky, =1.44x 107
CH,+H—— H,+CH, ke =1.01x 10"
CO, +e—— O +CC ks = 6.56x 10™°
O +0,—— 0+Q, ky; =3.01x 10%

The flux term in the continuity fluid equation fall species (Equation 1) is based on the momentum
conservation of each species. The correspondinxgtdéium for each species depends on the electrical
mobility and spatial diffusivity of that species.

I =+unE—DVn (7)

where,; andD; are the mobility and diffusion coefficients foregesi respectively. The plus or
minus sign in Equation 7 accounts for the signhef ¢tharged patrticle (Lieberman and Lichtenberg,
1994; Becker and Loffhagen, 2009).

Moreover, to derive electric potential inside thBDreactor, the Poisson’s equation must be solved.
Thus, its general form is defined by (Lieberman kiotitenberg, 1994):

P
VVp=—=—, E=-V

% . 9 (8)
where, E is the electric field, an@ is the electric potential. Moreover, writing dowime charge

density p in terms of the number density of the charged ispe¢he Poisson’s equation can be
rewritten as follows:

e
V2¢=—gzqin 9)

where,g, is the vacuum permittivity coefficient; andg; are the number density and electrical charge
of thei™ charged species respectively (Lieberman and Litfetey, 1994).

To solve the coupled Equations 1 and 8, a stabilzeM has been employed. To achieve a stabilized
spatial discretization of the continuity equatidmsthe charged particles, an upwind Petrov—Gaterki
FEM is used. Moreover, based on the standard Gal&&M, a discretization process is performed
on the continuity equation of the uncharged pasichs well. In all the calculations, the time
discretization is carried out through an impliditgge step scheme; thus, there is no need of egtrem
small time steps.

In order to obtain a unique solution for the couitiyr fluid equations together with Poisson’s eqoiati
based on the geometry presented in Figure 1, resged®undary conditions must be imposed
(Dirichlet and Neumann boundary conditions). Howevbe applied boundary conditions for the
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DBD reactor are similar to those which can be foimthe existing literature (Hagelaar et al., 2000)
Generally, the following boundary condition is ugedaccount for the particles flux which may be
included as the secondary-electron emission:

I'n=a sgn o)yE.n.nJr%whn (10)

where,n is the normal vector pointing toward the reactofl wand vy, is the thermal velocity inside
the reactor, which can be written a&g= (8kBT/nm)1/2. Moreover, the numbex is defined as follows
(Hagelaar et al., 2000):

Nt sgn(quE.n>0 (11)
~|o sgn(qrE.nN<0

For electrons, as a special case, the particlesdiie to secondary emission is added to the system
and is defined as follows:

1 12
Fe.n:—aeueE.nneJrZVm,ene—ZV d N "
p

where, subscripe indicates the electron charge and the summation te over the ion species

impinging the reactor wall. Moreover, the secondamyission coefficieny is the average number of

electrons emitted per impinging ion. Additionaltiie boundary condition of 3000 VDC is applied to
the cylindrical wall of the DBD reactor.

Moreover, only the mobility coefficients for ionsi@ electrons are included (Raju, 2005). The
mobility of ions is calculated according to the barin equation (Bleecker and Bogaerts, 2006):

Ty
U, :0.514<mjy2)?:taj ve (13)

where,a is the polarization of background gas per unitsudfic angstromand its value for various
gases is presented in the existing literature ae@as discharges (Bleecker and Bogaerts, 2006). In
this work, they have been calculated as 0.001910.0,0014, and 0.0009°/ds for CQ', O,", CH,",
and O species respectively. The ion diffusion coeffities calculated from Einstein relation.
Moreover, the diffusion coefficients for neutralespes are calculated using the distribution
coefficients of Lennard-Jones (Bleecker and Boga@®06; Marrero and Mason, 1972; Jasper and
Miller, 2014; Laurendeau, 2005) as follows:

- 14
D Tonkt,, (14)

e J

In this work, the formation of 23 different specisstaken into the account. Thus, 23 continuity
equations together with the Poison’s equation alwed. Then, the continuity equations are
transformed into the Galerkin weak formulation. this end, firstly, the continuity equations are
converted into the first order partial differenteduations (Becker et al., 2009). Later, the olethin
equations are multiplied by the test functions exped in Table 2. In Appendix A, the derivation of
the temporal and spatial integration of Equationsantl 8 is presented. Finally, the boundary
conditions are applied, and the obtained stiffmeasix for the whole problem is solved.
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Table2
Specific test functions corresponding to all therfed species inside the DBD reactor.
Index Species Test function ndex Specie Test function
No. No. S

e Electron w, =0n,=0J({eNg=(AN e)T e 12 HO V\i2:5u12:5(51zu 12):(AU 1:)T le;

1 CO  w=duy=06¢U)=(AU)ET 13 S Wiy =0duiz=0(¢13U 13)= (AU 19" &7,
2 0 w=d=0d&5Up)=(AUL)TEL 14 S wy =dUy=d0(EU 1) = (AU 17 ¢
3 C W =0Ug = (&3 U3)=(AUR)EE 15 HS Wi = 0Uys=0(E15U 15)= (AU 19" &N
4 CO  w—ou—(EUs)=(AULTEL 16 Hs W =0Uis=0(c16U 16) = (AU 1) ¢
5 o) W =0us =d(EsUs)=(AUs) ¢L 17 CH wiy =dup; = 8(E17U 17) = (AU 19) ¢
6 O W =dUg = (& Ug)=(AUg) ¢L 18 CH Wi = duig=0(E18U 1) = (AU 19 &1,
7 COT W =du =d(&U7)=(AUL)TET 19 CH wig = dUjg = d(E19U 19) = (AU 19" ¢y
8 O wp—olp—(Us)—= (AU EL 20 Ch, Weo=U20=0(E20U 20 = (AU 29" ¢
9 H Wo =0Ug = (g Ug) = (AU &L 21 CH' Woy = Uy = (& 0.U 59) = (AU »)T ¢

10 OH wy=0dUp=03(¢10U10)= (AU 197¢T 22 O Why = dUgy = 8(E U 20) = (AU )" ¢y

11 Ho wig=0U;=06(&:U 1) =(AU 1)'¢h 23V Woz = vy = (V)= (AVy ) (T

3. Simulation results

In this section, using the space-time coupled FEged on the Galerkin scheme, Equations 1 and 8
are solved numerically, and the temporal and dpbadhavior of different formed species inside the
DBD reactor are described. Moreovgrandt; are the initial and final moments respectively &and
represents the time step. The used simulation preamin this work are presented in the Tables 3
and 4.

Generally, when an electron comes out from theotkgtelectrode via the cathode bombardment, it
will be accelerated by the applied electric fietdl gpasses through the gaseous medium. Its movement
causes the ionization and excitation of the baakgdogas molecules. The production of newly born
charged particles inside the DBD reactor resultsthe distortion of the applied electric field
distribution inside the reactor and may affectg&sformance. The employed model describes the
injection of electrons from cathode surface andrttransport along the radial direction inside the
reactor (Lieberman and Lichtenberg, 1994).
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Table3
Simulation data
Symbol Value
Mobility, ue, NF/Vs (for electrons) 1.28
Temperature, T, K (for electrons) 300
Potential amplitude, KV 3000
Diffusion coefficient (for electrons) 0.033
Initial density, nt (for all species) 10
Initial density, e (for electrons) 1%
Initial density, nt (for H,S,CQ,CH,) 108
Total Time,us 20
Time-steps, s 5x10°
Table4

Diffusion coefficients for the various formed spexinside the DBD reactor.
Diffusion coefficient, D, m“/s

Species
Cco, 0.014
0, 0.022
co 0.024
o) 0.032
O, 0.017
Cco,’ 2.31x10°
o, 2.57x10°
H 0.015
OH 0.035
H, 0.09
H,0 0.037
S 0.027
S, 0.023
H,S 0.019
HS 0.026
CHs 0.030
CH, 0.031
CH 0.034
CH, 0.030
(o} 3.08x10°
CH," 2.43x10°

Figure 2 shows the spatial and temporal distrilmutibthe electric field across the DBD reactor. As
seen, the electric field decreases in the proxiwiitthe anode dielectric. This is due to the foiorat

of negatively charged particles and their accunmriain the region closer to the anode dielectric
which is known as ionization region. On the othandh the positive ions slowly drift towards the

cathode. Thus, the electric field will increaséh&t positions in the proximity of the cathode elede,

as seen in Figure 2. The observed behavior ofldutrie field across the reactor is in good agregme

with the finding by Khodja et al. (2012). Additidha via a numerical study, a similar result was

reported by Kang et al. (2003). Moreover, our resotroborates the numerical findings by Becker et
al. (2009) and the analysis of the microdischaigesn asymmetric DBD system with argon as the
background gas (Becker et al., 2013).
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Figure 2
The spatial and temporal variation of the eledidld inside the DBD reactor.

To complement the discussions on the electric faelbss the DBD reactor, the temporal and spatial
variations of electric potentiaEEgradV) are presented in Figure 3. It almost shows similiriations

at different radial positions. Due to the increagegtdzation, a drastic temporal increase in theteie
potential is observable and follows the temporalatmns of the electric field. On the other hatid
electric potential varies almost linearly versudiua (Lieberman and Lichtenberg, 1994).

— V(W)

/ e— 3000

. 2500

> 2000
;

Y 1500
3
g

= 1000

0.022 500
Radial position (m)
0
Figure3

The spatial and temporal variation of the elegidtential inside the DBD reactor.

The considered continuity model for the DBD readtelps us to understand the dynamical behavior
of the charged particles inside the reactor. Gdlgemectrons play a significant role in the plasm
growth phenomena inside the reactor. The tempadisaatial (radial) variations of electron density
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inside the plasma reactor are shown in Figure 4caksbe seen, after applying the electric fi&g) (
along the radial direction, the electron densityréases toward the reactor walls. However, owing to
the space charge formation and their induced @et®ld (Eg), the total electric field E,+Ey)
decreases. This results in the saturation of @ealensity as time progresses. Owing to the charge
accumulation on the dielectric anode, the growtkle€tron density on the cathode surface is smaller
than that of the anode electrode. This is in gagréement with the finding by Nikonov et al. (1999).
Moreover, Braun et al. (1992) observed similarigpathavior for electron density in a DBD reactor.
In addition, our result corroborates the findingKiyodja et al. (2012) for DBD in a gas mixture of
Ne—Xe.

-

Electron density (1/m?)
X
- =3
ANES

0.022

Radial position (m) .

Figure4
The spatial and temporal demonstration of the nurdbasity of electrons inside the DBD reactor.

Contrary to the electrons, the electric field aecstes the produced positive ions ¢QQn the
direction of the applied electric field. If a GOon gets enough acceleration from the electrild fie
then it collides with the background gas molecwdes ionizes them. However, this phenomenon
rarely happens in the non-thermal plasmas and’ @s are less effective than electrons in the
impacting ionization processes (Becker et al., 2043 shown in Figure 5(a), the density of £O
ions grows in the proximity of the anode dielectlids clear that an increase in the density of,CO
ions is higher near the anode electrode than in piteximity of cathode dielectric electrode.
Generally, in the DBD reactor, positive ions aretritbuted evenly over the inter-electrode radial
distance. Figure 5(a) shows that as time progreisesiumber of CO ions near the anode electrode
(ionization region) increases. Furthermore, thealbih of positive ions corroborates the findings by
Braun et al. (2013). They used a 2D modeling fa& mhicro-discharges in a device in which one
electrode is covered with a dielectric. On the ottend, as seen in Figure 5(b), the number deasity
negative oxygen ions (Pincreases due to the electron attachment inatiialrpositions closer to the
anode dielectric. However, they are relatively fedtsan the formed positive ions inside the reactor.
These findings are in agreement with the reportsdlts by Fridman (2008) and Raizer et al. (1997).
Furthermore, similar spatial behavior for the dgnsif ions in a DBD system was observed in the
computational work performed by Khodja et al.
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?53931_:
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/

O density (1/m)

0.022

Radial position {m)

Figure5
The spatial and temporal variations of the numiesisity of a) C@" ions and b) Oions inside the DBD reactor.

The spatial and temporal variations of syngasgitl CO) production from the sour gas in the DBD
reactor are presented in Figure 6. Similar to tbsitive and negative charged species, the density
distribution of the molecular hydrogen and carbampxide are mainly concentrated in the ionization
region (in the proximity of anode dielectric). Hovee, in comparison with the other formed species
inside the reactor, the production rate of syngagjuite slow. In comparison with the other
conventional methods such as chemical schemedéosyngas production from the sour gas, the
existing experimental reports with the DBD reactdrow that the production rate for CO is
significantly higher. The DBD reactor works at muotver temperatures (room temperature) and the
energy costs are very low. Moreover, it does noiseacorrosion in the gas reforming system, and
there is no need for catalyzer. Additionally, cangrto the chemical methods, the production of
sulfide dioxide is not reported experimentally (Abdal et al., 1999; Lim et al., 2009).
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Figure6
The spatial and temporal variations of the numlgsisity of a) H molecules and b) CO molecules.

4. Conclusions

In this paper, a one-dimensional computationalfioiodel was used to study the reforming of the
sour gas to the different charged species and symgaluction inside a DBD reactor. A decrease and
an increase in the electric field were observedatow the anode dielectric and the cathode electrode
respectively. It was seen that, owing to the great@zation of the neutrals in the ionization @giof

the reactor, the effect of electric field on théfetent space charge densities at the radial positi
closer to the anode electrode is higher. The nurdbasity of Owas seen to increase at the radial
positions closer to the anode dielectric, and higher than the carbon dioxide positive ions dgnsi
Furthermore, the production of syngas mainly ocatirhe radial positions near the anode dielectric.
Finally, in this work, the input and output flow gbur gas was kept constant. However, if the
temporal and spatial variations of the input antpougas velocity would be considered, a complete
description could be achieved for the generatioralbfthe formed species in the DBD reactor.
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Moreover, the performed simulation model was omeedlisional; however, a three dimensional fluid
simulation will certainly give more detailed resulilthough a higher processing power is definitely
necessary
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Nomenclature

Lle : Mobility for electrons, [YVs]

T : Temperature, [K]

Ui : Number density for species, [1/)

D; : Diffusion coefficient fori species, [rfis]

W, : Test functions corresponding to the formeecies

Y : Electric Potential, [kV]

Ne : Number density for electron, [17n

Ki : Reaction rate constants iaspecies, [is]
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Appendix A
The temporal and spatial integration of Equatioasd 8 are derived as given below:

ANJ [éléeptar{Ng + DANT[ T gar{N b+ ANTJ n & gatdr{V} —EANT [ T Cgtr (V) — KANTL n e gitdr{U } 4k AN

[ rucletor{Us) — KANG [ g dier(U 34k AN 0 & der(U bk ANT[ n el dgr(U kAN [nelsgian(U b +ks, (AL
AN [ nele ghdr{U ) =0

AUT [el& dtdr{Us}+ DAUT [E1¢1atdr{U 3+ kAUT [ ug ¥ dtdr{N §+ kAU ugs didr{N Lt kAU T,

[ el dtar{Us }+ kA UT [usTe gitdr{U of — k10 UT [ u &8 gtdr{U 1~k AUT u &' dhdr{U Jot-k 4U7 (A2)
fulifleedtdr{ Ne}=0

AU [ & dtdr{U,}+ DAUT [¢F £, tdr{U o+ kAU [ ug ¥ dtdr{N §+ kAU u g ddr{U h+kau’

[ U ésdtdr{Us} + keAUT [ up 5 gidr{N  — 2k U ug s g1ar{U ¢+ k AUTf u g5 diar{U j—k auT, (A3)
J v odtdr {Ug } — ki AU [up¢Te dtdr{U ) — ks U [uee B altdr{N ¢ — kAU u ¢5 @rdr{U h—k 4U

[ uzaidedtdr{Us} =0

AU] [&5&;@tar{Us)+ DAUT [T ¢ 5ptdr{U g+ k AUTL[ ug % dtdr{U §—k 407y u 15 dpar{U b=0 (A4)
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AU [[eléqddr{U}+ DAUTL [¢] ¢ o otdr{U g~k AUY [ ug e didr{N j -k AU u g dgar{U bk AU u &'

£t [ Ng) — kAU [ usgTe ghdr (U g+ kS aUT [ u 75 gtar{U btk QU™ u Gl didr{U 1k U7, (AS)
Jusciéadtar{N,} =0

UL [ s et Us) + DAUT [T sptar{ U —k AU u ¢ § et N |- 2kAU'f ug T { N e kAUTfu GEggh{U } 4k Ap 75
st Up}+ kAU [[use Tz st U —k AUT [ ug % dtar N —2k SUT{ uTcigir{ U Jo-koAUT [usilesgitr{Usg —ksbUs (A6)
el Uy} — kUL [ v ek N§ -+ k AU ugTs die({U d—k AUTfu SEgr{U Jok APTfu G | Usp) —kesAU:

[ uachestcr{Ug} =0

AU [ &3éq tdr{Us}+ DAUT [¢T ¢ s tdr{U el — kAU [ ug & dtdr{U 3+ k aUT u &6 didr{U }+k AU A7)

 veicd cacitdr {Uo } + ksoA U [ us¢ B gitdr{N & = 0

.
AUT [ e ater{Us)+ DAUT [[¢] 7 ddr({U b+ AUT [u 16 dhar{V) - AU T[S dar{V )+ kAU (A8)
[ wid &atdr{U} + keAUT [ uzeTe ghtdr{N & — kAUT [ n & dtdr{U } =0

AU [l @tdr{Ug)+ DAUT [ ¢F¢ o itdr{U g+ U B[ u g 5¢ altdr{V) - L2 AUT[¢ T g dtar{v} - kAUT

(A9)
Junci &odtdr {U2} — kA UG, [ upe§e gltdr {N o = k1@ UTyf u s dtdr{N }+ k 4UT{ u 66 didr{U =0

AU [ &ocltdr{Ug} + DAUT [¢h £ opttdr{U o +k1dUL[ ugs dtdr{U §—k AU u & ehdr{U Jork AU Tfu &fo
ctdr{Uy } — ks AT [ uscBe1gltdr{U 1 —k i UT[ u 676 @ar{U ih—k AU"J'u a5 digr(U bk 07 fu &

&atdr{ Ne} + koA US [ o 1gttdr{U 19 —k AUTY[ U 1676 ghar{U Jork AUT fu Gléoditr{U Jork 247 o
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AUleffleflegtdf{U 160+ D AU ff 165 16Jtdr{U 15—k /U fu & Gadr{N Yo k AU ﬁeUe@ledetdr{Ule}'f‘kzzAU 1
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